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Executive Summary 

Voltage noise forces CPU designers to set pessimistic voltage and frequency margins. These margins limit 
the performance and energy efficiency of CPUs. The focus of this deliverable is a voltage noise 
characterization of low-power ARM enterprise server platforms that will broaden our understanding on 
power-delivery network behaviour. Central to this work is the ability to monitor voltage noise. Note that the 
current main Uniserver evaluation platform, the X-Gene2, does not support direct measurement of the CPU 
voltage measurements, which impedes our efforts to characterize CPU voltage noise. To address this 
limitation, we have proceeded with the following work directions:  
 

A) We extended our analysis using the dual-core Cortex-A57 / Cortex-A72 Platform (internally at ARM 
and code-named as the Juno platform), which is equipped with an on-chip digital-sampling 
oscilloscope (DSO) circuitry that supports direct measurement of the power-delivery network. 
Particularly, we have developed a Linux driver of the on-chip DSO that is part of the platform. Using 
this driver, we have developed a system-level power-network characterisation framework that allows 
for applying system-level benchmark scenarios and collecting power-delivery network results. The 
analysis of the results can reveal hardware/software interactions.  

B) We established a novel cross-platform approach for characterizing CPU Power Delivery Network 
voltage noise that leverages electromagnetic emanations. Compared to common voltage noise 
approaches i.e. on-chip monitoring, circuits external sense pins, this approach is not intrusive to the 
system as it does not require physical access on the CPU. We validate the efficacy of the EM 
approach through Vmin and direct voltage noise measurements on the Cortex-A72. And we show 
the generality of the approach in total on 4 CPUs (Cortex-A72, Cortex-A53, X-Gene2 and AMD 
Athlon II X645 x86 CPU). 

 
This deliverable presents the combined efforts for both approaches outlined above. Utilizing the system level 
characterization framework, we analyzed the impact of the OS on the power-delivery network and we 
observed that voltage droop emergencies can be caused by system calls, daemons and system counters, 
which can be similar in magnitude to that of stress tests. Utilizing the EM methodology, we generate voltage 
noise viruses and determine the PDN 1st order resonant frequency on multiple CPUs of different uArch, ISA, 
frequency and technology nodes. The generated voltage noise stress tests have 20-75mV higher Vmin than 
conventional benchmarks, and, cause 30-100mV larger droops. Using the viruses’ Vmin as nominal voltage 
indicator we can eliminate 37.5mV-150mV voltage margin depending on platform.  
 
For future work, we plan to continue voltage margin characterization efforts on X-Gene hardware and other 
modern CPUs and GPUs. 
 

1. Introduction 

Voltage noise can occur due to different micro architectural events that cause sudden variation in CPU 
activity and power demands [1,2,6,7]. A large voltage drop can cause timing errors. In order to ensure 
reliable operation, CPU designers add up to 20% voltage margin for a given CPU frequency [1]. This 
pessimistic voltage and frequency margins limit the performance and energy efficiency of CPUs. A 
fundamental pillar of the UniServer Project is the analysis and characterization of worst-case supply voltage 
noise in high-end server-class processors. However, the current Uniserver project experimental platform, 
which is X-Gene2 CPU, does not offer any voltage noise visibility means.  
Therefore, the consortium has made progress towards characterizing voltage noise in two ways:  

a) We have developed an analytical system-level test framework for the formal description and application 
of tests that target the characterisation of interactions between the system and the power delivery network 
for the Juno platform. The framework is feasible due to the existence of an on-chip digital sampling 
oscilloscope (DSO) on this board that allows for a direct measurement of the power-delivery network.  
b) We have developed indirect voltage-noise measurement methods to help us estimate on-chip voltage 
noise using off-chip electromagnetic (EM) emanations measurements [58]. We use the Juno voltage 
noise monitor to validate the methodology and we show the generality of the approach on 3 more CPU 
(Cortex-A53, X-Gene2 and AMD Athlon II X645 x86 CPU). We provide strong evidence of the general 
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applicability of the approach as we evaluate CPUs of different uArch, ISA, power requirements, market 
segments and technology nodes.   
 
Central to this deliverable is the genetic algorithm (GA) framework for generation of voltage noise viruses. 

The framework successfully generates EM voltage noise viruses that, depending on platform, cause 20-
100mV higher voltage droop, and have Vmin 20-75mV higher than conventional benchmarks. The viruses’ 
Vmin guide us to eliminate 37.5-150mV of voltage margin depending on the platform. Furthermore, we 
propose a fast EM approach for detecting the 1st order PDN resonant frequency. The resonant frequency of 
the evaluated platforms is found around 66-150MHz.  

Beside the power-network voltage noise characterisation, while running synthetic benchmarks or 
benchmarks that target single core or multi-core systems (Table 1), the system-level power-network 
characterization framework allows the execution of Operating System (OS) tests, such as the Linux Test 
Project (LTP) tests shown in Table I. The analysis of these tests has revealed many reproducible scenarios 
of system hardware/software interactions that induce voltage droops that sometimes can be higher than that 
of stress tests. 

The rest of the deliverable is organized as follows: Section 2 presents the PDN fundamental. Section 3 
presents the framework for system voltage noise analysis on Juno board. Section 4 presents the non-
intrusive cross-platform EM methodology for PDN characterization. Section 5 concludes. 

 
Table 1. Benchmarks details 

synthetic benchmarks 

noise virus (resonant, 
resonant2)  maximizes voltage noise 

power virus (maxpower)  
maximizes power 
consumption 

workload benchmarks 

SPEC06  single-core focused 

NAS  Parallel multi-core focused 

system benchmarks 

Linux Test Project (LTP) kernel focused 
 

2. Power Delivery Network (PDN) Fundamentals 

Figure 1 (a) shows a simplistic representation of the PDN of a die-package-PCB system [6][43]. The 
current demand due to on-chip switching transistors is modelled as a lumped current source, ILOAD. Explicit 
decoupling capacitors (henceforth, referred to as decaps) and non-switching, but powered-on, transistors act 
as localized charge reservoirs that provide the high-frequency component of the demand current, ILOAD. The 
on-chip power-grid resistance is modelled as a lumped resistor, RDIE, connected in series with CDIE. The total 
die current (IDIE) is sourced through the inductive power-line traces of the package and the PCB, represented 
by a series R-L (resistor, inductor) equivalent circuit. The discrete decaps on the PCB and package are 
represented by an ideal capacitance (CPKG, CPCB) in series with its effective series inductance (ESL) and 
effective series resistance (ESR).  Figure 1(b) shows the input impedance of the distributed RLC network as 
seen from the die. The impedance spectrum shows multiple resonance peaks due to multiple LC-tank 
circuits. The highest impedance peak, referred to as the first-order resonance peak is attributed to the die-
capacitance (CDIE) interacting with its counterpart inductance (LPKG). The first-order resonance also occurs 
at the highest frequency (50MHz-200MHz) compared to the second- (~1-10MHz) and third-order (~10KHz) 
resonances that are due to downstream capacitor networks. 

The resonance frequencies also manifest in the time-domain when the PDN is excited by a step-current 
excitation (Figure 1 (c)). Power-supply oscillations of larger magnitudes can also be set off within the supply 
network due to sustained program activity with alternating periods of high-current and low-current consuming 
instructions within a loop [2][16]. When the frequency of the time-varying current aligns closely with the 1st-
order resonance frequency, voltage oscillations are maximized in amplitude. High voltage oscillations can 
lead to bit-flips in SRAM storage arrays, timing errors in logic paths [1][2][7][16] and reliability issues due to 
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gate-oxide stress [7][8]. Such periodic events often result in system/application crashes and/or incorrect 
execution output through silent data corruptions (SDCs)[2][46]. 

 

 
Figure 1. (a) A simplified model of the PDN [43]. The impedance as seen by the die has multiple resonance 
frequencies, shown in the frequency-domain response in (b) and time-domain response to a step-current 

excitation in (c) 

However, it has been shown that micro-architectural events such as branch mispredictions [6] can cause 
high voltage droops similar in magnitude to droops induced by stress tests. As power noise is affected by 
infrequent combination of system and micro-architectural events, it is crucial to understand the role of the 
Operating System (OS). To achieve this goal a direct measurement approach is required that can be used 
for analysing the impact of system behaviour on the power noise. For this reason, we have implemented a 
Linux driver for the On-Chip digital sampling oscilloscope (DSO) of the dual-core Cortex-A57 / Cortex-A72 
Platform (internally at ARM code-named as the Juno platform). The architecture of the driver is described in 
the following. 
 

3. System-Level Interactions on Power-Delivery 

3.1.  The Digital Sampling Oscilloscope 

A high-bandwidth on-chip digital sampling oscilloscope (OC-DSO) snoops the supply rails of the A57 
cluster [5]. The OC-DSO (Figure 2) runs continuously in real-time, logging data and capturing waveforms on 
trigger events. Event counter and tide-mark registers track the size and frequency of voltage transients. For 
voltage transients of interest, threshold and gradient triggers can initiate waveform capture of up to 2K points 
into the internal SRAM trace buffer. A decimation block allows flexible bandwidth/sample rate to allow 
measurement of low frequency transients. 

 
Figure 2. On-Chip DSO Based Power Delivery Monitor samples on-die voltage on the A57 cluster: Support for 

waveform capture of upto 2K points [1] enables correlation of simulation analysis 
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Figure 3. On-Chip DSO design 

The trigger type instructs a scope whether to wait for a trigger condition or not and how to handle the arrival 
of such trigger. The trigger control subsystem of the utilized oscilloscope consists of blocks that are designed 
to provide flexibility on triggering the sensor.  Auto-triggers, event counters and time stamp blocks also allow 
points of interest to be monitored, timed and counted. The utilized on-chip digital sampling oscilloscope has 
the following trigger types: 

• Auto-Trigger: the auto-trigger is included to allow the device to automatically search for points of 
interest.  Two auto-triggers are included, one threshold based and the other based on max transient.  
Both are flexible and have various settings for rising/falling/either transitions, programmable 
thresholds etc.  The auto-trigger is also routed through the event counter, so that the second or third 
event etc. can be captured (essentially trigger inhibit). 

• Event-counters: there are two event counters that can be used to count auto-trigger events. It utilizes 
a comparator with programmable threshold so that they can also generate triggers for capture. 

• Time-stamp: the time-stamp units are essentially PCLK counters that can be used to determine at 
what count value a trigger or event counter occurred. They are flexible and can be stopped by 
signals from various sources.  

3.2.  DSO Driver Architecture Implementation Details 

In the following, we present the software architecture, shown in Figure 4, of the developed driver for the on-
chip digital sampling oscilloscope (OC-DSO) of the core Cortex-A57 / Cortex-A72 Platform. The A57 dual-
core cluster, shown in Figure 1(a), consists of two ARM A57 cores and one on-chip digital sampling 
oscilloscope sharing the same power network.  
 

 
Figure 4. (a) A57 dual-core cluster with its power network and the on-chip digital sampling oscilloscope; (b) 

physical memory map of the oscilloscope I/O registers and the buffer of 2K traces; (c) process that drives the 
oscilloscope; (d) process for controlling the workload; (e) director process that is used for software-based 

triggering mode; (f) file system for storing time-domain traces 
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Figure 5. DSO Control Process 

The I/O registers of the oscilloscope and its 2K measurements buffer are mapped on physical memory as 
shown in Figure 4(b). A control process, named hereafter Oscilloscope Control Process (OCP), is 
responsible for controlling the triggering types of the oscilloscope and the collection of the time-domain 
voltage measurements by accessing the buffer through the memory map. The collected measurements are 
then stored at the file system, shown in Figure 4(f). To control the execution of benchmarks on the cluster, 
the proposed architecture has a Workload Control Process (WCP), shown in Figure 4(d) that controls the 
process mapping on the cluster. The whole architecture is controlled by the Director Process, or simply 
denoted as director, is also shown in Figure 4(e). The director process can control both the workload and the 
oscilloscope triggering modes enabling an additional software-based triggering mode. These processes are 
discussed in detail in the following. 

The Oscilloscope Control Process (OCP) is responsible for configuring the operating hardware-based 
triggering types of the oscilloscope and the collection of the time-domain voltage measurements. The FSM of 
this process is shown in Figure 5. Initially, the trigger type signal alerts the OCP to program the sensor with 
the corresponding hardware-based triggering type and its configuration. The hardware-based triggering 
types, namely the MANUAL, the THRESHOLD and the PCLK have already been discussed in Paragraph 
3.1.  The OCP is also responsible for collecting the time-domain voltage measurements after triggering by 
accessing the 2K size oscilloscope buffer. The collected measurements are stored in the file system, shown 
in Figure 4(f).  

 
Figure 6. Workload Control Process 

Micro-architectural and system events often cause abrupt changes in current demand, leading to 
inductive transients that stress timing guardbands. Manually creating workloads that can trigger worst-case 
resonances in the system is difficult due to the complexity of the underlying micro-architecture, especially in 
out-of-order cores, such as the ARM A57. We circumvent this issue by automatically generating worst-case 
workloads using a genetic-algorithm based framework [2] that is agnostic to the processor micro-
architecture. Details on the genetic algorithm are presented in D3.2 2nd Analysis of Processor Cores under 
Various Stress Conditions.  

To control the execution of benchmarks on the cluster, the proposed architecture utilizes the Workload 
Control Process (WCP), shown in Figure 4(d), that controls the registration, the initialization and the 
execution of benchmarks on the dual-core cluster. The FSM of the WCP is shown in Figure 6(a). Initially, the 
WCP gets into the W1 state, in which it accepts pairs of the application app and an affinity configuration aff. 
Each accepted pair is included to the current scene, which is a vector of pairs. Then upon the assertion of init 
the WCP initializes the application by preparing their execution and setting their affinity as instructed by the 
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scene pairs. The flow diagram of the WCP initialization is shown in Figure 6(b). Note that the initialization 
ends by setting the application in sleep state by sending them a SIGSTOP signal. Then, upon the assertion 
of the t signal, the WCP wakes-up the applications. The flow diagram of the WCP run_scene is shown in 
Figure 6(c). A SIGCONT signal is send to every application contained in the scene to continue their 
operation. After time of t is elapsed the applications are instructed to terminate by sending them a SIGINT 
signal. 

The director process, or simply denoted as director, has the joint overall high-level supervision of the 
WCP and the OCP and provides an API to the user for initializing these processes. The API is available in 
Shell Script and the Computer Language C. The user can register applications, initialize workload scenarios 
and control the triggering modes selection of the oscilloscope by using the API of the director.  
 

3.3.  Longer Time-domain Traces 

 
Algorithm I: Software-based triggering algorithm 

The director has a build-in algorithm, shown in Algorithm I, which consists of an additional triggering 
mode, the software-based triggering mode. This mode enables the replication of operating conditions by 
carefully orchestrating the WCP and the OCP, in contrast to previous hardware-based triggering modes that 
enable only the collection of time-domain traces of few microseconds, . At the same time, it controls a sliding 
window of PCLK based hardware triggering by configuring the OCP. This way, it allows for the collection of 
longer time-domain traces, at the order of hundreds of milliseconds, and enables a system level analysis of 
the root architectural events that impact the system power integrity. 
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3.4.  Voltage noise statistics 

 
Figure 7. Low/High tides and peak to peak voltage swing of the resonant benchmark when sweeping operating 

frequency 

 

 
 

Figure 8. Voltage density of synthetic benchmarks and probability density functions 

 
The following statistical measurements are collected using data provided by the sensor: 

Low/high-tides: that is the lowest and the highest voltage measurements observed. Tides can be reset by the 
OCP and are collected during any triggering types. In Figure 7 the low-tide Vmin and the high-tide Vmax for 
two synthetic benchmarks are shown, when they are executed for t=60 secs. The resonant benchmark is a 
voltage noise virus and the maxpower is a power consumption virus. Interestingly, we observe that the tides 
drop lower after the execution of the benchmarks. This observation is general for all benchmarks and power 
noise viruses. There is a very high droop that follows the ending of execution of most of the examined 
benchmarks, which as we will show later, is related to the operation of context switch that takes place. 

Voltage probability density, mean voltage m and standard deviation s: the voltage variability of the power 
rail is evaluated by collecting many buffers and applying statistical clustering on the observed voltage values. 
This is conducted by clustering the voltages to bins on the x-axis. As an example, in Figure 8 the voltage 
variability for the resonant and the maxpower benchmarks are shown, which has been evaluated using 
buffers collected after running the benchmarks for 1 hour and manual trigger configuration for the 
oscilloscope. Note that just few thousands of buffers are enough to get a similar result. The probability 
density of the bins is evaluated as the ratio of the number of occurrences of each bin to the total number of 
voltage samples. A linear fit on the probability density is shown. We observe that the probability density of 
the maxpower benchmark is very close to a normal distribution, while the probability density of the resonant 
is not, as it exhibits three hill peak points. Nevertheless, based on this experiment the standard variation $s$ 
of the voltage is also evaluated. 
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We have collected these statistics for all benchmarks. As an example, Figure 9 depicts the voltage 
densities of bwaves benchmark from the SPEC suite and the sp benchmark with input data set C from the 
NAS suite. In Figure 9c, the low and high tides are also marked together with the observer voltage probability 
density (line) as well as the variability modelled by a normal distribution using a mean voltage m and 
variability s. As expected, we observe that the variability is lower compared to the resonant benchmark, and 
that there is a dc swift of the noise when two cores are used. The dual-core case exhibits higher dc voltage 
shift, because it consumes more power. We also observe that both the single and dual-core cases exhibit 
similar voltage noise swings, which is attributed to the fact that it is almost impossible to synchronize the 
execution of the two benchmarks on the cores at the system level. 
 

 
Figure 9. Voltage probability density of 1 SPEC and 1 NAS benchmark and probability density functions: (a)(d) 
single-core execution; (b)(e) dual-core execution; (c)(f) probability densities; (a)(b)(c) bwaves benchmark from 

SPEC suite; (d)(e)(f) sp benchmark with input set C from NAS suite 

The voltage variability statistics for all the examined benchmarks (synthetic, SPEC and NAS) are 
presented in Figure 10 for single-core (Figure 10a) and dual-core cases (Figure 10). Note that the voltage 
noise of the synthetic viruses (resonant2, resonant – the difference of these is that resonant2 targets to 
maximize the single core noise and resonant the dual) exhibit much higher noise variability than any other 
benchmark.  

 
Figure 10. Voltage variability statistics for synthetic, SPEC06 and NAS benchmarks: (a) single-core; (b) dual-

core 

 
 

The voltage variability is also collected for Linux system calls using the Linux-Test-Project (LTP) 
infrastructure and are presented in Figure 11. Interestingly, we observe that there are system-calls, such as 
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fchown, llseek, clone etc., that and occasionally exhibit voltage swings similar or even higher than that of 
power noise viruses. We are investigating the reason for this phenomenon. A spectral analysis of these 
droops has revealed max energy at 350Mhz, which matches to that of on-chip PLLs. We also observe that 
there are system calls, such as those related to privileged scheduling, virtual memory and process control, 
that exhibit systematically high voltage droops. 

 
Figure 11. Voltage variability statistics for system calls 

Another statistical value that shows potential and can be collected using the sensor is the time-between 
emergencies (TBE) rate is presented in Figure 12: the TBE rate is the distribution of the time elapsed 
between two successive voltage emergencies (triggers). A voltage emergency is defined as a trigger based 
on a threshold trigger type.  
 

 
Figure 12. Time-between emergencies rate for resonant and maxpower benchmarks for trigger threshold voltage 

of 950mV, which corresponds to droops of 50mV 
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The OC-DSO is also equipped with counters that register the total number of triggers elapsed after their 
reset. The values of these counters can be used for computing the rate of triggers, which is simply called as 
droops rate hereafter. As the rate of droops also depends on the operating frequency, we use the formula 
Dr=C/(t*f), where Dr the droops rate, C the triggers counter value, t the elapsed time and f the operating 
frequency. Figure 13 depicts the droops rate for the resonant, maxpower and bwaves benchmarks. We 
observe that for an operating frequency of 1.1GHz the resonant benchmark exhibits the highest rate, which 
interestingly matches the operating frequency for the highest peak to peak voltage swing. 
 

 
Figure 13. Trigger droops rate per MHz for resonant, maxpower and bwaves benchmarks 

 
Next, we use the software-based trigger mode to collect a longer sequence of time-domain voltage series. In 
Figure 14, we present the time-domain for a context-switch, which is considered one of the most challenging 
tasks of a processor. We see that there are high droops, which we have correlated using events from the 
perf tool of Linux, with system calls. Figure 14 depicts the highest of those droops. Interestingly, the 
frequency domain of that droop also exhibits the highest energy at 350Mhz. 
 
 

 
Figure 14. Software-based triggering on a context switch. 

 

4. EM Methodology 

The rest of the deliverable presents the EM-based methodology for power delivery network characterization. 
The EM discussion starts with an explanation of the theory that explains how EM emanations are linked with 
on-chip voltage noise.  

4.1.  Theoretical Link Between On-Chip Voltage Noise and EM 

Emanations 

It is well-known that metallic conductors act as transmitting antennae that emanate EM radiation under 
oscillating voltage and current stimulation [17][20]. On-chip interconnections and transistors act as distributed 
radiating antennae due to time-varying current consumption induced through normal program execution. 
Simple periodic activity, such as that due to instruction loops, cause period variations in CPU power (i.e. 
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sequence of DIVs followed by ADDs) that manifest as visible spurs in the EM spectrum, at a frequency F 
equal to 1/T (where T is the loop period) [9]. 
Fundamental antenna theory (say, for a traditional Hertzian dipole) states that the component of the radiated 
power for the transmitting antenna, at a specific frequency, varies quadratically with the amplitude of the 
oscillating feed current [20] at the corresponding frequency and the so-called radiation resistance1. Periodic 
current load (ILOAD), pulsing at the first-order resonance frequency, can trigger sustained oscillations of large 
magnitude in VDIE and IDIE.  

We simulate the simplified PDN model with a persistently pulsing current excitation (ILOAD) at 80MHz which 
matches the 1st-order resonance frequency (Figure 1 (b)). This sets of resonant oscillations in the PDN as 
illustrated by HSPICE [57] simulations in Figure 15. At resonance, both voltage and current oscillations 
maximize in amplitude. This, in turn, maximizes the radiated EM power from the on-chip distributed 
antennae, due to the quadratic dependence with oscillatory current amplitude. It is this relationship between 
radiated EM power and on-chip voltage noise that we leverage in this work to measure the first-order 
resonance frequency of the PDN. Simply put, measuring the frequency at which the amplitude of the 
emanated EM power is maximized directly reveals the 1st-order resonance frequency.  
We validate the above theory that links CPU EM emanations with on-chip voltage noise using the ARM Juno 
[13]. This platform supports fine-grained, voltage-noise measurements in the time-domain. The 
measurements (described in Section 4.3. ) confirm that a) emanated EM power is maximized at the first-
order resonance frequency and b) maximization of EM power is strongly correlated with higher amplitude of 
power-supply oscillations.   
 
 

 
Figure 15. Simulated waveforms showing the die voltage (VDIE) and die current (IDIE) in the simplified PDN 

model in Fig. 1. ILOAD triggers the first-order resonance by pulsing at 80MHz. This causes both VDIE and IDIE to 

undergo large-magnitude oscillations, maximizing the radiated EM power. 

4.2.  EM Methodology Experimental Details and GA Framework 

Table 2 shows an overview of the ARM and the AMD platforms used in this study.  The ARM Juno [13] 
platform hosts a heterogeneous multiprocessing System-on-Chip (the so-called big.LITTLE configuration) 
consisting of separate clusters of the dual core Cortex-A72 and a quad core Cortex-A53 [42]. The platform 
integrates an on-chip power-supply monitor configurable as a digital storage oscilloscope (OC-DSO) [5] that 
is ideal for validating our proposed EM methodology. The OC-DSO provides fine-grained sampling of the 
voltage rails supplying the dual-core Cortex-A72 cluster. The Cortex-A53 cluster is in a separate voltage 
domain without explicit support for voltage-noise measurement. The Juno board runs a Debian OS with a 
4.4.0-135-arm64 kernel. The DS-5 debugger [26] is used to access OC-DSO, sweep CPU frequency, 
change supply-voltages and power-gate both the Cortex-A72 and Cortex-A53 clusters, orchestrated through 
a system control processor (SCP) that enables this functionality [5].   

For the AMD setup, an Athlon II X4 645 CPU is used that is hosted on an ASUS M5A78L LE motherboard 
and Windows 8.1 OS. AMD Overdrive application [25] is used to change the voltage and the frequency of the 
CPU. This application also includes a stability test that is evaluated and compared against the GA generated 
dI/dt viruses. The motherboard integrates on-package Kelvin measurement pads that enable direct external 
monitoring of the on-chip voltage rails using differential probes connected to a bench-top oscilloscope. 

                                                      
1 The radiating resistance of a conductor can be differentiated from its loss resistance, in that the former is a 
function of the geometry of the conductor and determines the magnitude and the directivity of the radiated 
power [20]. The loss resistance, in contrast, manifests as ohmic losses dissipated through the conductor. 
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X-Gene2 is the Uniserver main platform and to change the voltage and frequency of the CPU, we use the 
Hardware Exposure Interface (HEI) (Task 4.1).   

Figure 16 shows both the ARM Juno and AMD desktop PC experimental setups. We use a square loop 
antenna (3 cm side length) as a receiver for the emanated EM radiation. We measure the frequency 
response of the antenna to monitor for self-resonance frequencies in the range of interest (50 MHz – 200 
MHz). Figure 17 shows the single-port scattering parameter (S11) measurement of the antenna for a wide-
frequency range [56]. The antenna has a relatively flat frequency response from DC until 1.2 GHz, with a 
self-resonance frequency at 2.95 GHz. Thus, we confirm that the antenna does not modulate the received 
signal in the frequency range where we expect the first-order resonance frequency of the PDN to lie (50 – 
200 MHz). Furthermore, even though the antenna is not well matched in the frequency range of 50 – 200 
MHz, it is still able to receive the emanated EM radiation in close proximity to the CPUs. The antenna is 
connected to a spectrum analyser through a low-loss coaxial cable to receive the emanated waves from the 
experimental platforms. The spectrum analysers Agilent E4402B (Juno setup, X-Gene2 setup) and Agilent 
N9332C (AMD setup) are used to measure the EM signals. The antenna is placed at a stable position 5-
10cm close to the monitored CPUs. We record strong EM signals on either side of the PCB, but prefer the 
lower side due to proximity to the die. 

Moreover, a crucial part of the EM methodology is harnessing the EM emanations for generating a dI/dt 
virus. In this work we use Genetic Algorithms (GA) to generate dI/dt viruses. The GA converges to dI/dt virus 
by performing an optimization towards maximizing the EM amplitude in the range where the PDN 1st order 
resonant frequency typically lies (~50-200MHz). More information about the GA framework are presented in 
D3.2 1st Analysis of Processor Cores under Various Stress Conditions. 

 
Figure 16. Experimental setup for the ARM juno board (left), AMD desktop CPU (center) and X-Gene2 (right). 

 
Figure 17. Measured |S11| for the square loop antenna indicating a self -resonance around 2.95 GHz. 

 
Table 2. Experimental platform details. 

MB CPU 
# of 

Cores ISA uArch 
Highest 

Freq,Vol Point 
Technology 

(nm) OS 
Voltage noise 

visibility 

Juno Board R2 Cortex-A72 2 ARM V8 Out of Order 1.2GHz,1V 16 Debian OC-DSO 

Juno Board R2 Cortex-A53 4 ARM V8 In-Order 0.95GHz,1V 16 Debian None 

Asus M5A78L LE Athlon II X4 645 4 x86-64 Out of Order 3.1GHz,1.4V 45 Windows 8.1 On-package pads 

Tigershark 
Validation Board X-Gene2 8 ARM V8 Out of Order 2.4GHz,0.98mV 22 Centos 7.2 None 
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4.3.  EM Methodology Validation and Evaluation on Cortex-A72  

4.3.1. Voltage Monitoring using the Juno OC-DSO  

This section demonstrates the OC-DSO capability to capture voltage noise. OC-DSO monitors the supply 
rails of the Cortex-A72 cluster on the Juno platform. Figure 18 shows captured voltage waveforms for 3 
different scenarios, namely a) operating-system idle b) during typical benchmark execution (SPEC2006 gcc) 
and c) during dI/dt virus execution (virus is obtained using GA search with feedback from OC-DSO). As 
expected, the virus execution causes by far the largest voltage noise. We next utilize the OC-DSO to 
correlate high voltage noise with high EM signal amplitude and validate the EM methodology.  

 
Figure 18. Voltage waveforms obtained by OC-DSO for 3 different workloads. 

4.3.2. First-order Resonance Frequency Measurement  

This section determines the Cortex-A72 cluster PDN 1st order resonant frequency using synthetic current 
load [16]. The results of this section serve as the golden reference for the Cortex-A72 PDN 1st order 
resonant frequency. The effectiveness of the EM approach in detecting the resonant frequency will be 
validated by comparing against the results of this section.  

A description of the measurement procedure follows. The OC-DSO integrates a synthetic current load 
(SCL) block that can load the Cortex-A72 PDN with a known current stimulus. By measuring the response of 
the OC-DSO, it is possible to measure the first-order resonance frequency with a 1MHz frequency resolution. 
Using the methodology described in [16], we configure the SCL to load the PDN with a square-wave current 
excitation of known frequency. We sweep this fundamental frequency in the range between 10MHz and 
130MHz (in steps of 1MHz) and record the maximum peak-to-peak voltage oscillation generated in 
response, at each frequency step. The basis of this characterization methodology is the observation that the 
voltage oscillation amplitude is maximized at the first-order resonance frequency. The results, plotted in 
Figure 19 reveal the first-order resonance frequency to be in the range between 66-72MHz (we observe a 
relatively flat frequency response around resonance) when both cores in the cluster are powered up 
(indicated by the label “C0C1” in the plot). 

Moreover, Figure 19 illustrates the effect of power-gating an individual core in the cluster, on the first-order 
resonance frequency. The die capacitance of the power-gated cluster is disconnected from the PDN, leading 
to a net reduction of the total capacitance available. This is manifested by an increase in the first-order 
resonance frequency, as shown in the plot labelled “C0”. The resultant resonance frequency is in the range 
between 80-86MHz.  

For the remainder of the paper, we consider a frequency in the range between 66-72MHz as the first-order 
resonance frequency for Cortex-A72 (the rest of experimental results are with both cores powered up). It is 
worth noting that the dominant frequency of the voltage waveform for the GA generated virus in Figure 18 is 
66MHz. This underlines the effectiveness of GA to identify the resonance frequency  
Note that the SCL block is a specific feature only available to the Cortex-A72 cores in the Juno platform and 
cannot be used to analyse other voltage domains.  
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Figure 19. SCL stimulus reveals a resonant frequency in the range of 66-72MHz with two powered cores (C0C1) 

and 80-86MHz with one powered core (C0). 

4.3.3. EM Emanations and Voltage-Noise Correlation  

A GA search is performed on the Cortex-A72 with target to maximize EM amplitude (in the 1st order 
resonant frequency range of 50MHz-200MHz). Figure 20 shows how the EM amplitude and dominant 
frequency of the strongest individual (with “individual” we refer to a sequence of assembly instructions, each 
GA generation consists of 50 individuals) of each generation varies as the GA progresses. The figure also 
plots the maximum voltage droop caused by the strongest individual per generation (we obtain the droop 
using OC-DSO by re-running and measuring each individual after the GA search has finished). It is clearly 
seen that as the signal amplitude increases from generation to generation during the GA search the voltage 
droop increases as well.  Therefore, it is safe to say that the GA search driven by EM signal amplitude 
essentially maximizes voltage noise. Furthermore, we observe that from the very first generations, the GA 
prefers individuals that have a dominant frequency in the range between 66-72MHz (the first-order 
resonance frequency range). Thus, we provide strong evidence that voltage noise and EM signal amplitude 
are both maximized at the resonant frequency. 

 Confirming the EM amplitude and voltage noise correlation further, we obtain the frequency-domain 
representation (using the Fast Fourier Transform (FFT) algorithm) of the voltage samples from the OC-DSO 
while executing the EM dI/dt virus. Figure 21 compares the spectrum analyser readings of the EM power 
captured by the receiver antenna with the FFT of OC-DSO voltage readings. The dominant frequency of both 
frequency-domain representations is exactly aligned at 67MHz, where we expect, according to Section 4.3.2, 
the first-order resonance frequency of the cluster to lie. Moreover, the two instruments agree on other less 
dominant spikes as well, such as the virus’s base loop frequency (1/loop period) located at 16.66MHz.  

 

 
Figure 20. EM driven GA run on Cortex-A72. Peak amplitude (left axis) and maximum droop / dominant 

frequency (right axis) for the best individual of each GA generation. 

 

 
Figure 21. Comparison of spectrum analyzer readings (left axis) with FFT of OC-DSO voltage readings (right 

axis) during execution of EM dI/dt virus. The two measurements agree as they reveal spikes at the same 
frequencies. 
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4.3.4. VMIN Tests On Cortex-A72  

The virus generated in the previous section must ultimately limit the stability of the overall system due to 
the magnitude of voltage oscillations it generates. We quantify system-stability due to a workload by 
measuring the minimum operational voltage (VMIN) at which the workload is executed correctly. Figure 22 
compares the VMIN of the EM virus against that of the SPEC2006 benchmarks and the VMIN of a virus 
generated by the GA framework when optimizing for maximum voltage droop measured by the OC-DSO. All 
workloads are executed on both the Cortex-A72 cores, with each core running a separate instance of the 
workload. Each experiment is started at a high voltage and the voltage is progressively lowered in steps of 
10mV until a system crash is observed. The workloads are run until completion and then the output is 
checked for SDC (by comparing the output against a golden reference obtained at nominal operating voltage 
of 1.0V). Figure 22 reports the highest voltage at which any deviation from the nominal execution is 
observed, either due to a SDC, an application crash or a system crash. We have observed (not shown in 
figure) that, typically, workloads suffer SDC or application crash approximately 10mV above the system 
crash. Both EM and OC-DSO viruses clearly cause higher voltage droop (in excess of 25mV compared to 
the “lbm”, the SPEC benchmark with the highest voltage droop) and have higher VMIN compared to the other 
workloads (20mV higher VMIN compared to “lbm”). Both viruses (generated by targeting EM power or 
maximum voltage droop) stress the PDN in approximately similar manner.  

This result also supports the claim that EM-driven GA is a feasible and reliable method for generating dI/dt 
viruses. For statistical confidence in our measurements, we perform 30 VMIN tests for each virus and two VMIN 
tests for each SPEC benchmark. SPEC benchmarks are executed with reference inputs, and, therefore, total 
VMIN experimentation time is equal to about two days. Thereby, the SPEC benchmarks run for significant 
amount of time at voltages lower than the viruses’ VMIN without any failure. 

 

 
Figure 22. VMIN (blue bar, left axis) and maximum voltage droop (red curve, right axis) of various workloads for 

dual core runs. Viruses (rightmost workloads) cause higher droop and have higher VMIN than typical 
benchmarks. 

4.3.5. EM Methodology for Quickly finding PDN Resonant Frequency 

As we show in the previous sub-sections, the GA framework is an effective approach for obtaining the 
resonant frequency and maximizing voltage-noise at that frequency, based only on external EM readings. 
However, the algorithm requires multiple generations for convergence and may require ~24 hours to 
terminate in our setup. In the case where the goal is only to determine the first-order resonance frequency 
(without the need for generating a virus), we propose an alternative EM based method that is extremely 
expedient, comparatively. 

We first manually design an instruction loop composed of separate high and low current consuming 
sequences. We then sweep the CPU frequency which consequently modulates the loop frequency. Relative 
to the baseline, voltage noise is maximized when the frequency at which the loop-current fluctuates, due to 
alternating high and low-power consuming sequences, aligns with the resonant frequency. Thus, we expect 
that the highest voltage-noise may not necessarily correspond to the highest CPU frequency, rather, it is 
likely to manifest at a lower value where the fluctuating loop-current triggers resonant oscillation in the PDN 
[6].   

In this specific case-study, we used a loop with the high current consuming sequence consisting of eight 
ADD instructions that are executed in 4 CPU cycles. In contrast, the low current consuming sequence 
consists of a single DIV instruction that takes 4 CPU cycles to execute. The difference in power consumption 
can be attributed to the fact that the core sustains an issue rate of two instructions per CPU cycle for the 
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single-cycle integer instructions whereas the multi-cycle DIV instruction achieves 0.25 instructions executed 
per CPU cycle. 

The period of execution of the overall loop (with both the high-current and the low-current consuming 
portions) is 8ns at 1.2GHz CPU frequency. This corresponds to a loop frequency of 150MHz. We sweep 
CPU frequency from 1.2GHz down to 120MHz in steps of 20MHz (the frequency step is limited by the 
multiplier which defaults to 20). Thus, a CPU frequency of 1.2GHz corresponds to 150MHz loop frequency, 
1.1GHz CPU frequency corresponds to 137.5MHz loop frequency, and so on. We record the EM signal 
amplitude at each frequency point. Figure 23 shows the results of the frequency sweep. The amplitude is 
maximized at 70-72MHz when both cores are powered up (labelled by “C0C1”) and at 85MHz when just one 
core is powered up (labelled by “C0”). These results are within the 1st order resonant frequency ranges for 
C0C1 and C0 scenarios determined in Section 4.3.2.  

This methodology determines the first-order resonance significantly faster than the GA-framework.  In our 
setup, this requires tens of minutes to complete, as compared to about a whole day for the GA. Furthermore, 
the fast method helps mitigate against the risk of the GA converging to a local optimum. In such an event, it 
is possible to perturb the GA execution by increasing one of its key parameters, such as the mutation rate. In 
all our measurements, we achieved excellent agreement between the GA framework and the fast-direct 
frequency-sweep method without any additional tuning of GA.  

These findings provide strong support for the claims in Section 4.1. about the relationship between CPU 
EM emanations and PDN voltage noise. We proceed next to establish the generality of the proposed 
methodology by applying to different CPU cores and different platforms. In the next sections, we apply the 
EM methodology on the Cortex-A53 cluster on the Juno platform as well as an AMD x86 CPU and X-Gene2. 

 
Figure 23. Resonant frequency exploration for Cortex-A72 with workload loop frequency modulated by CPU 

frequency. 

4.4.  EM Methodology Evaluation on Cortex-A53 

We determine the first-order resonance frequency of the Cortex-A53 cluster using the fast methodology 
described in Section 4.3.5. We use a loop of 7 cycles that consists of 1 MUL instruction and 3 pairs of ADDs. 
A pair of ADDs is executed in parallel in 1 cycle whilst the MUL takes 4 cycles to execute. This translates to 
a loop frequency equal to 142MHz at a 1GHz CPU frequency. We sweep the CPU frequency from 1GHz 
down to 152MHz in steps of 16MHz (again the frequency step is limited by the frequency multiplier which 
defaults to 16 for the Cortex-A53).  

The results of the sweep are shown in Figure 24. The quad-core cluster presents the highest die 
capacitance when all four cores are powered up. The first-order resonance frequency is inversely 
proportional to the square-root of the die capacitance [43]. The resonance frequency increases from 
76.5MHz for all cores powered up (labelled as “C0C1C2C3”) to 97MHz when just one core is powered up 
(labelled as “C0”). From the power-delivery perspective, power-gating individual cores in a cluster not only 
reduces the available useful capacitance that can mitigate high-magnitude voltage-droops, but also makes 
the frequency of voltage-noise oscillations higher. This has detrimental implications on voltage-noise 
mitigation mechanisms such as adaptive-clocking [21][29], that are extremely sensitive to response-latency. 
Thus, power-gating, whilst being beneficial from a leakage perspective, can affect power-delivery adversely.  
Both the Cortex-A53 and Cortex-A72 clusters implement the same version of the ISA. Hence, we conduct a 
GA optimization run, with the same optimization parameters as in Section 4.3.3, but with the objective of 
obtaining a voltage-noise virus for the Cortex-A53 cluster. Figure 25 shows the inter-generational 
progression of the GA (left-axis showing received EM-power and the right-axis showing the dominant 
frequency of the strongest individual per generation). At the 107th generation the dominant frequency is 
75MHz. This matches closely with what is observed in Figure 24 that shows the resonance frequency at 
76MHz for four active cores. The agreement of the two independent approaches gives confidence that the 
resonant frequency is correctly identified by the GA. 
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Figure 26 shows the VMIN of the EM virus (rightmost) compared to SPEC2006 benchmarks and idle 
(leftmost). The VMIN is obtained with four active cores at a 950MHz CPU frequency using the VMIN test 
methodology described in Section 4.3.4 but applied to the Cortex-A53. The VMIN of the generated EM virus 
stands out (50mV higher) compared to the rest of the benchmarks.  
It is important to note that the Cortex-A53 cluster does not have any support for voltage-noise measurement. 
Our methodology circumvents this shortcoming to obtain a) the first-order resonance frequency, and b) a 
virus that stresses voltage guardbands. This underlines the effectiveness and the generality of the proposed 
methodology.  
 

 
Figure 24. Resonant frequency exploration on Cortex-A53. For four powered cores (C0C1C2C3) the resonant 

frequency is 76.5MHz. 

 
Figure 25. GA EM amplitude driven optimization for Cortex-A53. 

 
Figure 26. VMIN measurements on Cortex-A53. 

 

4.5.  Simultaneous Voltage Noise Monitoring of Multiple Voltage 

Domains 

We next illustrate the capability of the EM-based methodology to monitor multiple voltage domains 
simultaneously. This is impossible with an on-chip or off-chip oscilloscope that has a direct physical probing 
on a single voltage domain. Whereas an antenna can detect voltage emergencies happening at the same 
time on both the Cortex-A72 and Cortex-A53. To demonstrate this capability, we run the Cortex-A72 and 
Cortex-A53 dI/dt viruses at the same time and capture the spectrum analyser readings as shown in Figure 
27. The frequency-domain signatures of both viruses are clearly visible. This shows that the EM 
methodology offers an effective detection mechanism for voltage-noise oscillations occurring across multiple 
voltage domains, thereby underlining its applicability to heterogeneous System-on-Chips (SoCs). 
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Figure 27. Simultaneous monitoring of voltage emergencies across multiple voltage domains through EM 

emanations. 

4.6.  EM Methodology Evaluation on AMD Athlon II X4 645 

This section extends the evaluation from low-power mobile CPUs and the ARM ISA to high power x86-64 
desktops (AMD Athlon II X4 645). The fast EM frequency sweep methodology for finding the resonant 
frequency (Section 3.3.5) is performed on the AMD CPU and the results are shown in Figure 28. The sweep 
reveals the first-order resonance frequency to be at 78MHz. An EM amplitude driven GA run shows excellent 
agreement converging to nearly the same resonant frequency (77MHz) as shown in Figure 29. The EM 
amplitude during the GA search follows the same trends as in the Juno board CPUs, Figures 8 and 13, it 
increases with each generation until it eventually converges. 

For VMIN comparison, the GA auto-generated EM virus is compared against common Windows (and 
Desktop CPU) workloads. The benchmark suite includes CPU intensive video rendering workloads such as 
Blender [33], Cinebench [34], scientific workloads such as Euler 3D [35] and all-around benchmark suites 
such as WEBXPRT [36] (mimics browser workloads) and GeekBench [37] (set of common workloads e.g. 
encryption, database queries etc.). Moreover, the EM virus is compared against the well-known Prime95 [38] 
stability test, AMD’s own stability test application [25], and a GA virus generated through the voltage 
feedback from on-package Kelvin measurement pads (denoted as OscVirus). We monitor on-die voltage 
noise using a differential probe connected to an oscilloscope. The VMIN and voltage noise results are shown 
in Figure 30. Unless noted otherwise, all measurements are with all four cores active.  

The GA viruses (EMvirus, OscVirus) cause much higher voltage noise and have higher VMIN  compared to 
the rest of the workloads. The EM driven GA approach again is effective in generating voltage-noise viruses. 
The EM virus has a VMIN of 1.3625V, 37.5mV below the nominal voltage at 3.1GHz. It is interesting to point 
that the EM based virus running on only two active cores is more severe than the AMD stability test and 
Prime95 on four active cores. To gain confidence in the VMIN results we have run the AMD stability test and 
Prime95 for 24 hours at 1.287V and 1.28V respectively. They both pass the test whereas the EM virus 
causes immediate system-crash at 1.3V or even higher voltages. 

 

 
Figure 28. Loop frequency sweep on Athlon II X4 645 reveals a resonant frequency at 78.5MHz. 

 

 
Figure 29. GA EM amplitude driven run on AMD CPU. 
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Figure 30. VMIN and voltage noise measurements on the AMD CPU. 

4.7.  EM Methodology Evaluation on X-Gene2 

This section presents the evaluation of the EM approach on X-Gene2. Figure 31 reveals the resonant 
frequency of X-Gene2 PDN. The results are obtained using the EM methodology for finding resonant 
frequency. The sweep reveals a resonant frequency at 150Mhz. We observe gaps between the data points 
because X-Gene2 supports only discrete CPU frequency values in steps of 300MHz. A GA optimization is 
able to maximize the EM amplitude at the 150MHz. The GA virus has comparable Vmin with SPEC 
workloads. As future work, we will continue the optimization of the GA stress tests for X-Gene2. 
 

 
Figure 31. X-Gene2 frequency sweep reveals a PDN resonant frequency at 150MHz. 

 
Figure 32. GA EM optimization on X-Gene2. 

5. Conclusions and Future Work 

This deliverable presents a system level voltage noise characterization framework. The analysis revealed 
that specific system calls cause high voltage noise. This is a new insight not shown in prior work.  

Moreover, this work proposes a novel methodology for PDN characterization based on sensing 
modulations in CPU EM emanations. The proposed approach has the advantage of being non-intrusive to 
system-software and does not incur design-time complexities. The basic premise for this methodology is the 
presence of a correlation between the radiated EM power and on-chip voltage noise. The experimental 
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analysis clearly establishes this correlation. Additionally, we demonstrate the generality of the proposed 
approach by successfully applying it to different CPUs to obtain their PDN resonance frequency and 
generate voltage-noise viruses for them. Our experimental results show that PDN resonance frequency is 
typically located in the range between 50-150MHz and high-end CPUs have considerable voltage margins 
that can be shaved.  

For future work, we plan to continue characterizing voltage noise and margins on X-Gene2/3 and other 
modern CPUs and GPUs. 
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